
Fig1. Weight by any variable. The overall table is weighted by Age, Gender and Region. The lower part of the table shows

Household Size weighted by itself, giving the total number of weighted occupants across all respondent households.

Nested Banner, Weight by Any Variable



Fig2. Double indexed table. The column labels carry the base counts to keep the cells as indices only.

The rightmost Average column shows that each row is as much above as below 100.

Double Indexed



Fig3. The first three columns are unweighted, the middle three are weighted to Census age, gender and region, and 

the three rightmost columns weight up to 1,000,000. The side axis breaks out Buy Regularly by low and high income.

The single-cell significance test colour codes for three significance levels. Insignificant cells are shown as grey.

Local Filters and Weights and Single Cell Significance



Fig4. Each column brand is compared in gender groups, and then all Total columns against each other.

Upper and lower case indicate the two significance levels. The lower part of the table shows top box, bottom box, and the 

mean rating, all with significance indicators, and the standard deviation and standard error of the rating scores.

The table is overall filtered to valid responses, and overall weighted to Census gender and region, using the Rim algorithm.

Column T-Test on Overlapping Groups



Fig5. The top half shows the overall base counts in each month, those who claimed advertising recall, and the subset of Claimed who were 

asked for details. The ratio of total:claimed as a proportion of all cases is then used as the base for Proven, in order to scale up the subset.

A different banner automatically recalculates the base for Proven. The lower Proven rows can exist without the upper Claimed.

As above, but as percents only with Claimed and base vectors removed for charting.

Ruby runs ancestor tables (here, Quarter by BrXClaimed) seamlessly as required.



Fig6. A million cases, with Q4 as multi-response (up to ten codes per case), 100 rows by 100 columns.

Generates in a little over two seconds.

The table is sorted both ways on the base vectors.

A count of values on Q4 shows an average of 5.5

mentions per respondent, evenly distributed

above/below code 50.

Big Data



Fig7. Also known as Attitudinal or Stochastic Share. Respondents can definitely consider more than one brand, so

the cells are incremented by the reciprocal of the number of considers. If two brands, then 1/2, and if 3, then 1/3, etc. This

ensures that the Share columns sum to 100%.

 The Total/Cases cells are all nearly 200%, indicating that on average, each respondent considers up to two brands. 

Consideration Share



Fig8.  The four rightmost columns are each compared to the Count column, where p=0. 

The banner points are dynamic expressions which can be edited, extended or removed.

Reference Column T-Test with Probabilities



Fig9. Any row or column can be based on any expression. The second row is Brand 1 based on Total. 

The fourth row is Brand 1 based on Males in the NE. Similarly, the middle section shows Brand 2

based on females, and lower section shows Brand 3 based on North East.

The base vectors are obtained by first generating Net BBL by Gender and Region.

Base on Vectors from Ancestor Tables



Fig10. Net Promoter Score as row percents, summary statistics and significance testing on the side groups.

The case data is packaged as a cube of Score within Year within Brand, displayed with two dimensions on the

side nested as a single axis, and the third dimension, the score and expressions, as the banner.

NPS with Spread Statistics and  Row Groups T-Test 



Fig11. Many different colour schemes – change all/any fonts, colours, borders, text alignment and justification, cell backgrounds, grid size, etc.

The table itself is from the grid variable PurchInt, which has two axes, Brand and Intention.

Grid Variable with T2B, B2B, Spread Stats, Mean Significance and some Styling



Fig12. The Brand Consideration grid variable is displayed as a single axis of two (nested) dimensions on the side.

Significance letters are appended (instead of in a dedicated row) to reduce vertical extent.

Multi-dimensional Tables and a Different Approach to Styling



Fig13a. Nets as summary Fig13b. Nets as parents, Fig13c. Sorted children within Fig13d. Overlapping nets sort intelligently

rows indented children sorted parents

Fig13. Net expressions can be arranged as parent/child/grandchild/… to any depth. Sorting is performed recursively until 

all netted items are accounted for. Sorting can be either ascending or descending, and any column can be selected as the key.

Auto Arrangement and Sorting of Nets



Fig14a. Weight Variable Analysis. This table shows the spread statistics on a weight variable

(top) and some useful diagnostics on the weighted and unweighted counts (bottom). 

 Ruby seamlessly cross tabulates uncoded variables by self-coding the values on the fly.

The mean should always be 1 or very close to it. If < 1 then the quotas could not be fulfilled.

You can sort any row (by right mouse menu) to discover which month had the overall max 

or min values. The Efficiency Score is the Effective Base as a percentage of Weighted Cases

(for Jan2021, 100*172/230=74.83), but since a score, is not displayed with a % sign.

The leftmost column shows the all-months values.

Statistics such as code mean, standard deviation, max/min etc are always available

for any variable.

Fig14b. A bad weight value in Jan21 is

immediately apparent.

Uncoded Axes - Weighting Variable Diagnostics



Fig15. Table functions and vector arithmetic. The LOGITs analysis is designed to measure brand health on attribute ratings

without the large versus small (market share) bias. The table functions avg# and lgn# (natural log) do not cite a variable,

so the operands must be the table rows. The 'v' for 'vector' operator returns the table row.

Functions are at the case, variable or table levels. 

sum_<varname>(<codes>) returns the sum of codes per case

sum#<varname>(<codes>) returns the sum of vectors for the codes (first generating if needed)

<parent>|sum#(<codes>) returns the sum of parent codes

sum#(<vector indices>) (as an orphan) returns the sum of vectors

v1 is shorthand for sum#(1).

There are 17 case functions (net, sum, avg, count values etc) and 31 table functions (code mean, sum, avg, normalize, stddev etc)

LOGITs: Brand Health



Fig16. All standard charting features are built in. 

Nested X Axis, Overlap Cluster Bars, Data Labels



Fig17. A basic chart, with mixed stacked bars and line series, angled X axis labels, data labels on selected series, free text and logos,

and the base counts wrapped into the X axis labels. Note the dynamic place-holders for roll (moving average), weight and filter (if any). 

All Ruby reports can be viewed as either tables or charts, or as both in the same window.

Time Series Smoothing



Fig18. Horizontal cluster bars on photo background for semantic reinforcement.

Graphics Enhanced



Fig19. Multiple pies with different fills and mixed fonts.

Multi-Pie Charts



Fig20. Series can be scaled independently of the underlying table. Here, a positive table percentage of dislike is plotted 

as negative (scaled by -1) to enhance meaning.

The lower part of the table shows Household size weighted by itself, giving the total number of occupants across all respondent households.

Scale Series by Factors



Fig21. Typical time series calculations. The average and the standard deviation are ‘parked’ in the table in a hidden column. 

The first series is the column percentages. The second and third series, as constants, are flat lines. The anomaly is then Brand1 minus Average,

and Normalised is Anomaly scaled by Standard Deviation. The X axis selection is by mouse drag from 9Dec2002 to 15Nov2004.

Trend lines (if present) will follow the X axis selections.

Time Series Statistics



Fig22. Standard radar chart, with underlying table specified on a multi-response grid.

Radar Chart



Fig23. Many functions are available. The scatter plot shows each data point, shaded as light to heavy for low to high income. 

The trend lines are of the average of low (1 to 2), medium (3 to 4) and high (5 to 6) incomes, percentaged (%) on

cases weighted filtered (cwf).

Scatter Plot



Fig24. NPS summary within Year within Brand as horizontal stacked bars and vertical line.

The underlying table is the same as for Fig10.

Horizontal Bars and Lines



Fig25. Vertical stacked bars with data labels and column T test significance indicators. The X axis labels show base counts and the 

column alpha-identifier. 

This and similar charts export to MS Office as MS Charts with significance, as above.

Significance as Data Labels 



Fig26. Ruby charts can handle huge amounts of data. 10,000 X axis points (one for each case), or 10,000 series, is a trivial load. 

This chart shows each weight value as absolute and as rolled at MA=10000. A good weight regime should quickly converge to 1. 

Outlier weights are immediately apparent.

Huge Capacity



Fig27. The pièce de résistance of tracking charts. Series 1 and 2 are pre-aggregated Gross Rating Points, supplied by an external agency. 

Series 5 Proven is calculated on a scaled base. The three-line series are rolled at MA2. The two GRPs stacked bar series are 

unrolled (since not a sample). An annual summary is shown against the monthly plot. The annual Claimed averages are tested for 

significance, showing that 72% is significantly high, and 60% is significantly low, both at the 99% level. Claimed Recall is 

piece-wise-trended before, during and after, according to the X axis selection. Callouts link to the closest X axis date. 

Any number of files (eg AVI, graphics, PPTs, Excel KPIs) can be associated with a callout, accessed by dynamic right mouse menu 

on the callout itself. 

What happens if the period resolution is changed to weekly? If a filter ir weight is applied? If I want to see Exe1 on-air versus off-air, 

and only for GRPs > 100? See next chart.

Brand and Advertising Tracking (1)



Fig28. Period resolution now weekly. Survey series at MA8 to compensate. Filtered to Males. The GRPs have re-aggregated automatically,

so the Y axis high bound has reduced from 1,700 to 400. X-axis selection by right-mouse click on the series 1 legend, Show Me > 100. That  

selects all X axis points where Exe1 GRPs > 100. The summary report is changed to compare selected vs unselected, and indicates 12.8% 

improvement in recall when Exe1 > 100. The callouts now link to the closest week date. The GRPs do not roll, and are not filtered or

weighted (this behaviour is flaggable).

The mouse work for these changes was about 30 seconds. If your only tools were a cross tabulator and Excel, the above analysis could

take hours (the main issue being, how to re-aggregate the GRPs?).

Brand and Advertising Tracking (2)


